**Definition**

**What is an Outlier?**

**While *Outliers*, are attributed to a rare chance and may not necessarily be fully explainable, *Outliers* in data can distort predictions and affect the accuracy, if you don’t detect and handle them.**

**The contentious decision to consider or discard an *outlier* needs to be taken at the time of building the model. *Outliers* can drastically bias/change the fit estimates and predictions. It is left to the best judgement of the analyst to decide whether treating *outliers* is necessary and how to go about it.**

**Treating or altering the *outlier*/extreme values in genuine observations is not a standard operating procedure. If a data point (or points) is excluded from the data analysis, this should be clearly stated on any subsequent report.**

**Outlier Analysis deals with identification and elimination of outliers.**

**Data: numerical data are suitable**

**Type of Data and or Technique/Method** (https://www.slideshare.net/dataminingtools/data-mining-outlier-analysis)

Some efficient algorithms for mining distance-based outliers are as follows:

* Cell-based algorithm
* Density-Based Local Outlier Detection
* Deviation-Based Outlier Detection with Sequential Exception Technique
* Distance-based Approaches

When are outliers dropped?

1. If it is obvious that the outlier is due to incorrectly entered or measured data, you should drop the outlier:
2. For example, I once analyzed a data set in which a woman’s weight was recorded as 19 lbs. I knew that was physically impossible. Her true weight was probably 91, 119, or 190 lbs, but since I didn’t know which one, I dropped the outlier.
3. This also applies to a situation in which you know the datum did not accurately measure what you intended. For example, if you are testing people’s reaction times to an event, but you saw that the participant is not paying attention and randomly hitting the response key, you know it is not an accurate measurement.
4. If the outlier does not change the results but does affect assumptions, you may drop the outlier. But note that in a footnote of your paper.
5. Neither the presence nor absence of the outlier in the graph below would change the regression line:
6. ![graph-1](data:image/gif;base64,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)
7. More commonly, the outlier affects both results and assumptions. In this situation, it is *not* legitimate to simply drop the outlier. You may run the analysis both with and without it, but you should state in at least a footnote the dropping of any such data points and how the results changed.
8. ![graph-2](data:image/gif;base64,R0lGODdhLAHbADEAACwAAAAALAHbAIMEAgSMjozU0tS0srTs6uykpqTk4uS8vrz8/vycmpzc2tz08vTExsQAAAAAAAAAAAAE/hDJSau9OOvNu/9gKI5kaZ5oqq5s675wLM90bd94ru987//AoHBILBqPyKRyyWw6n9CodEqtWq/YrHbL7Xq/4LB4TC6bz+i0es1uu9/wuHxONxIUi7p+bUAs+gd7gmcMAhKBg4ljCwUICQN9EwCTlJWWl5iZmpucnZ6foKGio6SlpqeonBMCkRYAirBWrxJ3C3cVs7FwlFu5DAYEgQySubptlb0TAwgMgYgSxcZsvFq+CgoCCq0I0dJqk1zdruLe5UPkuObqRugU7evwOO/c8/H2MvX19/st8+D8AGvkC0gQXwd9BROC8IdQocMNAx9KLBFxosWFHP5d3JjxIMeP/hoqggT5j+FIksVEnpzYTeVKhRrdZWz40lzMdB1rJnznUqe9mxdM+twHFEPPoeUaCkWqrmhIj0yT0oQ2wcABYApwRjU2VdKEqwiEEduqy6mHXATCOpNJNpHZD9awaWPbdk/XoDPr6nkb4qjeNXxF+P2L5i7EvISPGT6cM/E3g40dmwl8YqnkMZRRDL5c7cZmzrIWC0YMOpzoEZ9LQzlNwrLqKplfpH6dJDaM2bTZBXGdm4ltyIx7+2a9ArfwHsRZ8D5+LrlyqMyJ/JYHPfruJcut65i+vbr27c6BP/2+I/yM7ORjcPdRrM8tuunPmxc4YUGAsMzgx78NW1mBBWtB/jPffgLKUtV/2WwzYHzrSUcagSosmINxEIYk4YTeVSjYhd1BxGFvH3YYnIYLhSjieCSeZWJ5D6aIYhgUEtjgahm6ONZkLdpIVWE1pjgjFTFG92N/HurIjRtBgrjiEUnStiQS6H03ZGeRMfikEk1ediV2OVo3pRdZ/vXlF1E6qUiYZI0JY4+qqSlGmVpKg6ZPbpKBVlbveeXkllegRYBV+RX4Gp9YFINNgDuCViePEjCATYL6JbZoGnBGRWg4bG41KWCZIrXpNF1aWtCcDn2KZKg6mfoGqQRdWgar/KgaR6UXySoHrPG4SmmnFtlKB60w6cpplRwJCyqxvRp7rIUf/vnqFq8BKbsqtERJO22REjlbFrXwWHsrtzZ5+y22rYo7B67j6oXuqubWASws2uY6QS15JipvnBIAIpag3bY7SDFrPXNkt21O8IgBkOoZ7qCouuVvLOtiJlzEYHyJzEjvIuncxSSBe4wLHDfr8TcDxvtrw+ymR3Gf+60M5MP3ZIwZzESNvCZF5JgMr81gikaNOzqfibKdp4UsIM27IntGcj8TgzSjIxb29KhD92ykwi++elDQvVZdTT5Na+eyELEZ7SXPNPbFNUtev3x11kZVPLXISkuBTMlrx9o2dmYXF3ZpY9vQt995x0xBWvUOXKiqhRue7zD70rP426hRAAh+/ljbPfdQ7SGQsL1R6PP32zLvhtDoVweOmji/oW5k6TQYvXlbqqutUePHBe56UOBMijvdUd/G3YKDt7w3zjR9WjyDaJeolECzO85sEb+TV/vWlAs+8u5wlbR19J4ev3z33DsNPp3bT1k+0NUr2jwu64OevWfHW0hZ+yT6Zdv4+PvY4/ijmd8PsgPA7gkQCEcpYP0OKJv3OZCBEVqgASF4nbpV5nzGI9dzKOggC66Og9SzQOKYhkENdSNyFgMhlCyAKMWpkEwW+JwLX9gFsKXihjjMoQ53yMMe+vCHZ8lAzoQYN7wU0RVENCISj7jEJmrliVCMlPymSEV0DFGJTpRidhWZGEUaevGLYAxjdBJ3BsRlBQ30OiMa8aRGDUTuDAaAXKDMoK85moEAf3ojBloIR/wIrAwBU8OhMKcBGfbRkGM4GCLH4CgBLFKMkIykJCdJyUpa8pImqAUmtwAMBFxuk1kwQAIOAUotHIABBDhYKVfJylZGJQIAIf4OYXV0b21hdHRpY19pbmMAOw==)
9. If the outlier *creates* a significant association, you *should* drop the outlier and *should not* report any significance from your analysis.
10. In the following graph, the relationship between X and Y is clearly created by the outlier. Without it, there is no relationship between X and Y, so the regression coefficient does not truly describe the effect of X on Y.
11. ![graph-3](data:image/gif;base64,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)

So in those cases where you shouldn’t drop the outlier, what do you do?

One option is to try a transformation. Square root and log transformations both pull in high numbers. This can make assumptions work better if the outlier is a dependent variable and can reduce the impact of a single point if the outlier is an independent variable.

Another option is to try a different model. This should be done with caution, but it may be that a non-linear model fits better. For example, in example 3, perhaps an exponential curve fits the data with the outlier intact.
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